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PERFORMANCE COMPUTING

WHPC Chapters and Affiliates
i This map was made with Gooale My Maps. Create your ¢

WHPC works with Chapters and Affiliates to

support and promote the work of women in

their organizations, develop crucial role models, 7 b
and assist employers in the recruitment and QQQO eore

tenti fadi d inclusive HPC ’ e
retention of a diverse and inclusive 0 Q
workforce.
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Pachc o e
cean Ocean OCEAN,Q ¥

Around 20 Chapters are active today

worldwide
A
W Women in High Performance Computing (WHPC)
Stewarded by EPCC at the University of Edinburgh, UK
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WOMEN IN HIGH
PERFORMANCE COMPLTING

7 Chapters are present in Europe, out of
which 3 started in 2023:

JuWinHPC at JSc in Juelich
contact : Ruth Schoebel and Claire
Wyatt

-BSC in Barcelona

contact: Marta Garcia

-IDEAS4HPC in Switzerland

not-for-profit association
contact : see next slide

info@womeninhpc.org

Womeninhpc.org

WHPC Chapters and Affiliates

i This map was made with Gooale My Maps. Create your own
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PERFORMANCE COMPUTING

Contact

Maria GIRONE, Director CERN OpenlLab,
Vice President

Cerlqne LEONG, Senior Compu-l-er https:/elle-it.ch
Scientist at ETHZ CSCS, Treasurer

Prof. Florina CIORBA, Head of HPC group

of University of Basel, Secretary

Marie-Christine SAWLEY, HPC Advisor
ICES Foundation Geneva, President

W Women in High Performance Computing (WHPC)
Stewarded by EPCC ct the University of Edinburgh, UK
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Mini-Symposium:
Breaking the Silos to Enhance HPC Impact
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https://www.jlab.org/conference/CHEP2023
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DeLlA: Dependability

Library for lterative
Applications

Carla dos Santos Santana, Idalmis Milian Sardina,
Hervé Chauris, Claude Tadonki, Samuel Xavier de Souzao
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Summary

Motivation

DelLlA Features

Case Study: 3D Full Waveform Inversion
DeLlA Usability

Next steps



Motivation

® One of the primary purposes of an HPC implementation is scalability.
e However, with more nodes, the probobili’ry of failure is higher.

® An execution of HPC application can be interrupted
o  Some failure in the HPC environment (e.g. network failures).

o Preemptive circumstances (e.g. cloud instances preemptives).

® Therefore, dealing with taults is crucial for a scalable HPC application [4].



Motivation

Developing fault tolerance techniques that
do not cause significant overheads.
e HPC Applications
Many data

Many calculations

Spends a lot time to be comp|e’re
Fast

O O O O




Application
Behavior

Application

process,,

\J

Processing local data

Initialization

(...)

process,

\ 4

Processing local data

(...)

process, ,

\ 4

Processing local data

\/

[ Synchronization updating the global state J

|

[ Finalization

1




DelLlA Features

Interruption Detection

e F[ault detection with the method of Heartbeat Monitoring

® Detection of termination signo|s.

f there is a possibility of interruption,

a trigger is sent to the nodes, and each one saves its local data




DeLlA Features

Heartbeat Monitoring

b t th |

J
Heartbeat Heartbeat
messages messages

Heartbeat
messages

&

Heartbeat
messages

&=

b b= (& b= |

(current -t,_) > TIME_MAX_WAIT

Heartbeat
messages

Trigger

b [+ & [~ [t

(current -t,_) > TIME_MAX_WAIT

Trigger




DeLlA Features

Detection of Termination Signo|s

® [nterruption Signal are applied to advise a process that will probably terminate

at some moment.
® Some supercomputers and cloud systems use them to no’rify a job that it will

finish for some reason.

o [n DellA:
o When an termination signo| is detected a trigger is send to the

process.



DeLIlA Features
Checkpointing and Rollback

Checkpoin’ring is the technique to save the data in a determined state. This can be used to resume

the process later [5].

Initialization
Parallel processing
Processing Processing Processing

local tasks local tasks local tasks

l

R - - -




DelLlA Features

Replication

Replication of data is the most typical means to provide high ovoilobih’ry and fault tolerance in
distributed systems [2]




Case Study: 3D Full
Waveform Inversion
Overview

Figure from [3]



Direct Problem Inversion Problem

Case Study: 3D Full
Waveform Inversion
OV@FV]@W [ dm = £(V) ] [v*=arg min||L(v)—d||§]

v

I ——

Figure from [7]



Case Study: 3D Full
Waveform Inversion

Overview

Input
e Initial velocity Model
e Observed Data

vy

N iterations
< B

Generate the modeled data with the
current velocity model

Compares the modeled data with the
observed data

Update the velocity model




DeLlA in 3D FWI

Experiments

26000

24000

16000

without DeLIA with DelIA

Using four nodes 8 shots (a)

38000
37000 |

36000 ¢

Time (s)

35000 |

34000 -

33000

|
e

without DeLIA

9500

9000

Time (s)

8000

7500

7000

without DeLIA with DeLIA

Using eight nodes 8 shots (b)

with DelIA

Using eight nodes 32 shots (b)

4 nodes 8 shots

8 nodes 8 shots

8 nodes 32 shots

DeLIA overhead
RSD without DeLIA
RSD with DeLIA

2.54%
6.88%
17.40%

8.8%
3.37%
7.20%

3.84%
3.78%
5.14%




DeLlA Usability

® DelIlA provides an APl to programmers to use the features in their software;
® The main parameters for Del|A are defined by the developer in a JSON file.
® The library and its documentation are available at

https://lappsufrn.aitlab.io/delia.

"FT_FOLDER" : "./projects/fault_tolerance,
"CHECKPOITING_GLOBAL_ITERATION":
"TRIGGER_SIGNAL" : true,
"CHECKPOITING_TIME_GLOBAL": 60,

"CHECKPOITING_TIME_LOCAL" : 10,

"TRIGGER_HEARTBEAT_MONITORING": {
"TIME_MAX_WAIT" : 60,
"SLEEP_THREAD_TIME" : 5




Next Steps

® Checkpoint with compressed data.

o The process shares encoded pieces of local data with more than one process. It
one piece is lost, the other can reconstruct all data using the Reed-Solomon
technique [6].

® Por’robihfy to other |onguoges (e.q. py’rhon).



Thank you
for your time



References

[1] Chetan S, A. Ranganathan, and R. Campbell. Towards fault tolerance pervasive computing. |[EEE
Technology and Society Magazine, 24(1):38-44, 2005.

[2] Coulouris, George F, Jean Dollimore, and Tim Kindberg. Distributed systems: concepts and design. pearson
education, 2005.

[3] de Haan, Dick, et al. Potential effects of seismic surveys on harbour porpoises. No. C126/15. IMARES, 2015.
[4] Herault T. and Robert Y. Fault-tolerance techniques for high-performance computing. Springer, 2015.

[5] Kalaiselvi S. and Rajaraman V. A survey of checkpointing algorithms for parallel and distributed
computers. Sadhana, 25(5):489-510, 2000.

[6] Reed, Daniel A, and Celso L. Mendes. "Reliability challenges in large systems" Future Generation
Computer Systems 22.3 (2006): 293-302.

[7] Silva, Suzane Adrie”y. Andlise quo|i’ro’rivo do método de inversdo comp|e’ro das formas de onda no dominio
do tempo. BS thesis. Universidade Federal do Rio Grande do Norte, 2017.

[8] Stephen B. Wicker and Vijay K. Bhargava. Reed-Solomon codes and their applications. John Wiley & Sons,
1999.



B UNIVERSITY OF
4% CAMBRIDGE

Fairy WANDS for Fusion

Stefanie Reuter!, Jonathan Hollocombe?, Toby James?

'Research Computing Services, UIS, University of Cambridge, UK
2UK Atomic Energy Authority

Women in HPC Poster Competition




Fairy WANDS for Fusion

lllustration of JET fusion tokamak reactor Cambridge Service for Data Driven Discovery
(Credit: EUROfusion) (Credit: Joe Bishop)

UNIVERSITY OF

""!’" CAMBRIDGE



Wide Area Network Data Streaming

Data site o Compute site

( Request )
- R i Python example usage
"remote | \Wands C++ Rest server [ Wands python Client local

database ' database from wands import Wands

data in local cache>> e |-029 _ _
Data filename = "exampleFile.h5"

signals = ["dataset_1",
= - "dataset_2"]
[acv Tognest ' € Ep et local_database = "/path/to/local/database"

L4 L)

Adios Dataman | - [ Adios Dataman wo = Wands(local_database,Port="12345")
handshake handshake data_dict = wo.request(filename,signals)
) 4

Send;:jgtawith , , Recive Data | #do whatever you want with the data
105

- | | Note: .h5 in remote database and .bp in local database

‘.&ta avallableh-

S |
\ , application
\ N y

8% UNIVERSITY OF
"§* CAMBRIDGE




Thank you for your attention
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QlPC Nowh

.. for the question:

Why aren't there
more women in
HPC?

Image by studiogstock - Freepik




which | was not able to answer properly until | had a
conversation with a woman in HPC at my early career
in HPC (one year ago)



which | was not able to answer properly until | had a
conversation with a woman in HPC at my early career
in HPC (one year ago)

(which I'll answer with a story)



Q‘IPC Nowh

The topic:

Improving the durability of planes by adding extra
pieces of metal on the critical parts of the plane

considering the bullet hits of the returning planes,
but where?

a) Inthe bullet holes (red dots)

b) In other places

Image by Martin Grandjean (vector), McGeddon (picture), Cameron Moll (concept) - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=102017718
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The topic:

Improving the durability of planes by adding extra
pieces of metal on the critical parts of the plane

considering the bullet hits of the returning planes,
but where?

a) Inthe buMes (red dots)

b) In other places

Image by Martin Grandjean (vector), McGeddon (picture), Cameron Moll (concept) - Own work, CC BY-SA 4.0,
https:.//commonswikimedia.org/w/index php?curid=102017718
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It's not wrong data, it's the wrong approach

Women in HPC

By Martin Grandjean (vector), McGeddon (picture), Cameron Moll (concept) - Own work, CC BY-SA 4.0,
https.//commons.wikimedia.org/w/index.php?curid=102017718




It's not wrong data, it's the wrong approach

A\

\W¥omen out of HPC

Women in HPC

By Martin Grandjean (vector), McGeddon (picture), Cameron Moll (concept) - Own work, CC BY-SA 4.0,
https://commons.wikimedia.org/w/index.php?curid=102017718
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The perfect answer is ...




The perfect answer is ...

don't ask it to me



QIPC Nowh

The perfect answer is ...

don't ask it to me
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Space Weathel’ .

Forecasting
using @K elery
and django * ‘
L
Dr Jenny Wong 5

Senior Research Software Engineer
University of Birmingham, UK

B e SERene @R esa ~ mE



@:esa

CORONAL MASS EJECTIONS

COSMIC RAYS
SOLAR CELL DEGRADATION

PO o

S pa Ce Weath e r ASTRONAUT RADIATION ‘ SOLAR ENERGETIC pROTONS '_ ' ' @ - S TNRLEEVERT ';"F'
Forecasting A , o

'ﬁ " A : SOLAR FLARE RADIATION
i
.‘

RADIATION DAMAGE INERGLYIC RADIATION
BELT PARTICLES

+ Forecasting space weather CURRENTS ANO OISTURBANCES
conditions in the Earth's
ionosphere is critical to . T T : & - =7

| 1 * - ; ) ~ - % HF RADIO WAYE DISTURBANCE
protecting key infrastructure ' N gusions
é 5 | CREWAND PASSENGERS S
o o . 5 . RADIATION ; > -
« Variations in space weather

Ejections from the Sun'’s i ey IN POWCR SYSTOMS

are caused by Coronal Mass o woRom mpoThER | SIGNAL SCINTILUATION _ ,
s u rfa Ce DISTURBED RECEPTION 4 /

* Produces disturbances in
communications and
electrical systems, as well as
spectacular aurorae




AIDA Ultra Rapid - 04/28/2023, 13:45:00

Making automated, HPC-
powered scientific results
accessible in near-real time

« We present a system for
operationalising HPC tasks for - 5 28 4% 52 64 76 B 60 105 150 195 240 285

vTEC (TECu) MUF3000 (MH2)

data assimilation in space
weather forecasting using Celery
and Django

« Celery is a distributed task
queue used to execute
asynchronous jobs

* Django is popular Python-based
web framework where
simulation outputs are presented 240 264 288 312

hmF2 (km)




Django Website
https://spaceweathecbham.ac.uk/

.

Forecast Output File Cleanup

« 30, 90 180 and 360 « Archive and remove data
minute forecast periods

WH-C




Sﬁ'ace Weather Forecastin usn%

elery and dango’ & = : : .
Making .lutum.nlud,‘HPC powere (IX nuhic results accessiitn near real ime. Space weather forecaStlng us'“Q Celery and DlanQO:
Making automated, HPC-powered scientific results

accessible in near-real time.

Foyer D-G - 2nd Floor
Women in HPC Poster

ﬂﬂﬂﬂﬂﬂ

Dr Jenny Wong
Senior Research Software Engineer
University of Birmingham, UK
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LESSONS

Stuff | learned along the way
which turned out to be important

Debra Goldfarb
Director, HPC Products and Strategy, AWS

dW5S
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Inspired by mistakes...
...My own and those of others

iy

dWs

5 .



Lesson 1

...Laying a Foundation

What gives me value?.Is it just
product'mty" —

What is the plq\ce/lprlor 3% Wcareef’

th Img to give to" ﬂlrther 111
car e
| -~

What am Inot W|II|ng to do t




Lesson 2
...Most of Us Have Impostor Syndrome

"It's perfectly okay to occasionally feel like a fraud when it comes to your
career. I'm just not sure you need to say that on your resume."




Lesson 3
Do it anyway

you geb im Gfe

WHAT YOu JAVE THF

. OPRAK WINFREY

dWs
P



Final Thoughts

Let your values drive your career

Don’t crush yourself with false expectations or
comparisons

Ask for what you want...and deserve
Celebrate where you are

dWs
N
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Performance Analysis of Parallel
Codes with FancyJCL

High Performance Computing Group
Department of Computer Engineering and Systems, University of La Laguna

Sergio Afonso
Oscar Gomez-Cardenes
Paula Expésito
Vicente Blanco
Francisco Almeida

Fancyﬁ

Universidad
de La Laguna




Problematic of
acceleration on mobile

devices
Workflow for execute an app on Communication between
a mobile device’s GPU memory spaces

Fancier| Managed
Java memory
r‘/@, Transparent

ol INI

anua

N R

*

Fancier | Native host
CiC++ C/IC++ memory

Java

The advances on SoC
hardware are not up to par
with the software’s

OpenCL Runtnme

—




Through a sequential
Fa nchCL interface users can

FancyJCL is built on the top

of the Fancier library for

accelerate applications avoiding memory copies

Adding a constant to an array with FancyJCL

public class Foo {
public void run (long[] array, long kConstant) {
Stage stage = new Stage();
stage.setKernelSource( ) '
stage.setInputs(Map.of( a: , array,
stage.setOutputs(Map.of( | , array));

stage.setRunConfiguration(new RunConfiguration(new long[]{array.length},

stage.runSync();

)i
, kConstant));

new long[]{*}));




Results

S

x5 Image Processing Algorithms
x8 Different Image Resolution

Algorithms

Devices

Device System-on-Chip Characteristics

Xiaomi Mi Mix 2 Snapdragon 845
| - Programmable GPU

865
Snapdragon 865 SDK = Snapdragon Unified Memory

Vivo iQO0 7 Snapdragon 888 Architecture

SBC: sd888

In horizontal, 5 groups of kernels with 8
resolutions each. In vertical, achieved speedup.



Thank you for your attention
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LITERATURE
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Background

® State of Art
Methods

® Preliminary Results

The Future

OUTLINE




BACKGROUND

In view of the constantly growing amount of scientific literature, there is a real need to make it easier for experts
like medical doctors to access resources published around the world and quickly draw conclusions from them.

?‘3 What is the Value?

Discovery of novel Identification of Better performance of Improvement of career
tools promising new paths in research organisations paths for researchers
science




STATE OF ART

We can observe a very dynamic development of Al natural language models and ready-
to-use tools dedicated to text analysis, processing and generation.

C?E Challenges

Different scientific Accessing and searching The direction of valuable
data formats relevant scientific research work

literature
More and more Hardware and Scientific, social and
advanced language computing power legal impact

models for NLP
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PRELIMINARY RESULTS

Welcome 10 Curation instance of Taxila .
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THE FUTURE

Can a machine write a good scientific article?
Can a machine win the Nobel Prize?

"Our ultimate goal is to develop an Al System that can make major scientific
discoveries that would improve the state of the world and impacting the way
we do science."

Hiraoki Kitano, SBI Tokyo
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Opto-plasmonic biosensor

Collimator

..........................................

Photodetector

Prism “‘

J

—— Microsphere with

-

.

Bound Au NR’s

PDMS Enclosure

Transmission T




Opto-plasmonic biosensor

Wavelength shift

2

AL dex
Ao 2V

Laser wavelength

\

Excess polarizability
(from electronic structure
calculations)

Effective volume of
whispering gallery mode
(from classical
electromagnetism
simulations)



Excess polarizability

What is the effect of charge/ protonation state?
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Excess polarizability

What about conformational isomers?

Running hundreds of jobs
in parallel on the Justus2
cluster (Intel Xeon 6252
Node (48 cores) Gold‘proces.sors with
Omni-path interconnect).

—— —

conformerl conformer2 conformer...N

| Simulations of conformational
m———— ——  taskO isomers are independent so we
can use Slurm job arrays to
parallelize the workload across

Violin plot for Arginine cation (ArgH)

B.44

£42 multiple CPUs.

2 —  task1l

g 8.0

2 Optimization of internal GPAW

378/ " task..N parallelization settings to give a high

CPU efficiency.
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Conclusions and outlook

Progress

Challenges

Decoding the biosensor signals by calculating the static polarizability of
molecules and also by quantifying the statistical dispersion due to charge or
conformational isomers.

Using HPC resources to run hundreds of jobs in parallel, reducing the
simulation time from several days to less than 1 hour.

It is not possible to use this method for optically active molecules. This
requires a full time-dependent electronic structure calculation which is
significantly more computationally intensive.
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CONTEXT

IS, e Problem 01

o HPC resources are not used properly.

Problem 02

Many scientific application developers do not come from a
Computer Science background.

User Support Team Problem 03
Performance analysis applications can be confusing and difficult to
y ; use for non-experienced users.
Problem 04

HPC users might not be aware of performance degradation.

Barcelona
Best Practices for Performance @ g::::omwtlno
Centro Nacional de Supercomputacion

and Programmability (BePPP)




INTEGRATION

loads TALP
module
Checks job
pa status

UserPortal

SCHEMA

launches emﬁbﬂ

login
node coples file via scp

El...mw

Cron every minute

generated file stored at
the local disk

nodo(s)

Results

TALP report @

MPI Execution: MP| Execution
Elapsed Time: 000 5
Parallel Efficiency: 0 84
.Communication Efficiency: 1.00
.Load Balance: 054

« Ibin: 0.99

« bOut: 0 B5
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1 Sponsoring Us?

about how you can fund our
global initiatives!
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